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� 50e70% of reactive mercury in Mil-
waukee is from direct emissions.

� Direct emissions are much higher
than in most current chemical
transport simulations.

� 15% of reactive gaseous mercury is
estimated to be due to free tropo-
spheric transport.

� Ozone oxidation of GEM is better
represented in models than OH and
Br oxidation.
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There are large uncertainties in the estimation of sources of reactive mercury in current photochemical
models, with many models suggesting that three quarters or more of reactive mercury in the atmosphere
is due to secondary oxidation of the gaseous elemental mercury present in the global background. An
inverse model is used to estimate the sources of mercury at an urban site in Wisconsin based on a year
long time series of hourly measurements. The model combines high resolution backtrajectories simu-
lated with WRF and WRF-FLEXPART, forward simulations of passive tracers using a transport model
(CAMx), hourly time series of atmospheric pollutant concentrations and time series from a chemical box
model for oxidation of elemental mercury by ozone, the hydroxyl radical and bromine. The hybrid
formulation provides an estimate of the mercury concentrations on a polar grid surrounding the site
along with emission scaling factors for emissions from forest fires and lake surfaces. In addition, the
model estimates the impact of oxidation of gaseous elemental mercury from the three pathways. The
inverse model identified direct emissions of reactive mercury, defined as the sum of reactive gaseous
mercury and particle-bound mercury, that are associated with regional sources and with forest fires. The
results suggest that oxidation by ozone is adequately characterized in existing chemical mechanisms, but
that oxidation by the hydroxyl radical and by bromine may be underestimated. The results suggest that
between 50 and 70 percent of the reactive mercury at the measurement site is due to direct emissions
and hence suggest the importance of developing emission inventories for reactive mercury species.

� 2013 Elsevier Ltd. All rights reserved.
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All rights reserved.
1. Introduction

Mercury is a powerful neurotoxin that is globally present in the
atmosphere (Mergler et al., 2007). Despite its relevance to human
and ecosystem health, significant uncertainties remain in its
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emissions inventories and its atmospheric reactions (Gustin and
Jaffe, 2010; Lindberg et al., 2007). Common measurements
distinguish between mercury in three forms: Gaseous Elemental
Mercury (GEM), Reactive Gaseous Mercury (RGM), and Particle-
bound mercury (PHg), with Reactive Mercury (RHg) being the
sum of RGM and PHg. Although most of the mercury in the at-
mosphere is in the form of GEM, deposition of RGM and PHg is
much faster (Zhang et al., 2012a). The deposited mercury reacts to
form methylmercury which leads to bio-accumulation and
adverse health effects.

There are significant discrepancies between simulated and
measured levels of RHg (Holloway et al., 2012; Bullock et al., 2008,
2009), which are thought to be mainly due to limitations in our
understanding of the chemical mechanisms (Sillman et al., 2007;
Lin et al., 2006, 2007), to uncertainties in the parameterization of
deposition (Baker and Bash, 2012) and to measurement un-
certainties (see Section 2.2). Both aqueous (Subir et al., 2011) and
heterogeneous (Subir et al., 2012; Rutter et al., 2012) reactions play
a significant role in these uncertainties leading to the potential for
compensating errors (Lin et al., 2006). The lifetime of GEM was
estimated to be approximately 1 year (Lindberg et al., 2007), but
Holmes et al. (2010) suggests that it could be as low as 6 months
due to oxidation by bromine.

RGM has been found to correlate with ozone, suggesting sec-
ondary formation, as well as with sulfur dioxide, suggesting direct
emissions (Lindberg and Stratton, 1998). A combination of mea-
surements and simulations suggest the importance of RGM
transport events in the free troposphere (Huang and Gustin, 2012).
In addition to the uncertainty about the oxidation of mercury,
there is uncertainty about the reduction of RGM to GEM, either
specifically in power plant plumes (Zhang et al., 2012b) or in the
general atmosphere (Pongprueksa et al., 2008) which can intro-
duce excessive simulated RHg if in-stack emission factors are used
and near field chemical transformations are not addressed
(Lohman et al., 2006). In current models, most of the RGM is due
to photochemical oxidation of GEM. This leads to very high esti-
mates of the impact of the global background on local deposition
Fig. 1. Flowchart of the inverse model showing the combination of inputs from backtrajector
H. The output vector x of the inversion is a hybrid containing area emissions, emission scaling
for air quality data.
(Holloway et al., 2012; Zhang et al., 2012b; Lin et al., 2012; Selin
and Jacob, 2008; Seigneur et al., 2004).

This study uses an inverse model to estimate direct emissions
and chemical formation of reactive mercury based on a year-long
time series of hourly speciated mercury concentrations. As an
alternative to the use of Eulerian models using mercury chemical
mechanisms, we develop a method that uses backtrajectories, for-
ward simulations of passive tracers, surface concentrations of
tracer species and simulations of RGM formation from GEM
oxidation from a chemical box model. By developing an approach
that does not rely on a full chemical simulation, we seek to provide
constraints on mercury sources and reactions that are comple-
mentary to existing studies. The inverse method is based on de Foy
et al. (2012b) who used it to estimate GEM emissions from forest
fires, lakes, regional and local sources. We have expanded the
method in order to be able to estimate emissions and chemical
formation of reactive mercury.

2. Methods

2.1. Inverse model

The inverse model estimates emissions due to sources sur-
rounding the receptor site by using backtrajectories of passive
tracers that have been mapped onto a polar grid. This is combined
with forward Eulerian simulations of passive tracers from selected
source groups, in a manner similar to the two-step method (Rigby
et al., 2011; Roedenbeck et al., 2009). The inverse model produces
emission scaling factors for each source term included in the for-
ward transport simulations. When multiplying the a priori emis-
sions by the emission scaling factor we obtain the a posteriori
emissions estimate. Fig. 1 shows a flowchart of the inverse model
process.

The inversion generates an estimate of “gridded emissions” on a
grid that stretches out 1000 km from the receptor site. These
gridded emissions are a posteriori estimates based on a priori
emissions set to zero. They do not include emissions that are better
ies, forward simulations, chemical box model and air quality data (AQS) into the matrix
factors for forest fires, lake emissions and chemical formation as well as impact factors
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accounted for by another part of the inversion, for example the
forest fires and the lake surface emissions, but do include an esti-
mate of remaining area and point sources for each grid cell in the
polar grid.

The inverse model also includes measured species concentra-
tions for SO2 and PM2.5. SO2 concentrations can serve as a proxy for
large regional point sources. Therefore, the amount of mercury that
co-varies with SO2 can be interpreted as an estimate of the mercury
from these sources present as GEM, RGM or PHg. In a similar
fashion, the amount of mercury that co-varies with PM2.5 repre-
sents an estimate of the GEM, RGM or PHg associated with general
aerosol loadings. Finally, the inverse model includes simulations
from a chemical box model, as will be described below.

By limiting the input of the model to passive tracers and indi-
vidual time series, we can use a least-squares simplification
developed in de Foy et al. (2012b) to the Bayesian formulation used
in Stohl et al. (2009). This hybrid least-squares method derives an
estimate of the emissions vector x that minimizes the cost function
J given by the sum of the observation cost function and the emis-
sions cost function:

J ¼ kðHx� yÞk2 þ a2kxk2 (1)

Where y is the vector of measurements, H is the sensitivity matrix
that converts emissions parameters x into simulated concentra-
tions, and a is the regularization parameter that balances the two
parts of the cost function. This method was shown to be equivalent
to a Bayesian derivation when diagonal error covariance matrices
are used (de Foy et al., 2012b;Wunsch, 2006; Aster et al., 2012). The
regularization parameter replaces the uncertainty estimates of the
measurements and the emissions vector that are required by the
Bayesian method, and is obtained empirically as described below.

Both H and x are hybrid: they contain terms that represent the
concentrations associated with: 1. gridded emissions, 2. forward
simulations of passive tracers, 3. surface concentration measure-
ments, 4. simulated RHg time series from a chemical boxmodel and
5. background terms. There is a column in H for each grid cell in the
gridded emissions. These represent the concentration at the re-
ceptor site due to unit emissions from that cell. The corresponding
entry in x is an estimate of the emissions from that cell. In this work
we use a zero prior for the gridded emissions. There are additional
columns in H containing the concentrations simulated by CAMx for
specific source groups. For these cases, the corresponding entry in x
is a scaling factor on the prior source emissions used as input to
CAMx. The US Environmental Protection Agency’s Air Quality Sys-
tem (AQS) time series and the chemical box model time series are
normalized and included in H. The corresponding scaling factor
gives an estimate of the amount of mercury that is associated with
these processes. The final column is a unit vector with corre-
sponding x equivalent to the background level of the
concentrations.

The system of equations can be solvedwith a single step of least-
squares using:

J ¼ ks$ðH00x� y00Þk2 (2)

Where H
00
and y

00
are augmented versions of H and y to include both

parts of the cost function, and s contains scaling factors on the parts
of the cost function: these are taken to be unit values for the
observation cost function and contain the regularization parameter
a for the emissions cost function. Boundaries are applied to the
vector x during the least-squares solutions to prevent nonphysical
negative emissions. An Iteratively Reweighted Least-Squares (IRLS)
scheme is used to reduce the sensitivity of the method to outliers in
the data: after solving for x, observation times that have a residual
larger than 3 times the standard deviation of the residual values are
removed from the analysis. This is performed iteratively to
converge on a stable set of values.

In a Bayesian framework, uncertainty estimates are required to
obtain the error covariance matrices on the two parts of the cost
function. In the least-squares framework, these are not needed
because an optimization routine can be used to determine the
values of the regularization parameters in the vector s that mini-
mize the total error following (Henze et al., 2009). These are
determined sequentially for the gridded emissions, for the forest
fire and lake emission impacts, for the free tropospheric term, for
the air quality concentration time series, for the chemical box
model time series and for the background value. The regularization
parameter for the gridded emissions is scaled by the cell area to
account for the increase in uncertainty with increasing distance
from the measurement site.

The inverse model was performed for GEM, RGM, PHg and RHg.
As the inversion is solved by a least-squares method it takes less
than a minute to run. We therefore use block bootstrapping to es-
timate the uncertainty on the results due to the selection of input
data and the errors in the transport models. There are 299 days
with valid data. 100 inversions were performed with 299 days of
data selected at random with replacement from the dataset. The
standard deviation of the output vector x gives an estimate of the
uncertainty in the inversion due to both measurement error and
transport modeling errors, see Section 3 for further discussion.

2.2. Measurements

Speciated mercury measurements were made at an urban site
from June 28, 2004 to May 12, 2005 located at 2114 E. Kenwood
Blvd, Milwaukee, WI (MKE, 43.07�N, 87.88�W) which is 5 km north
of the downtown area and about 1 km from Lake Michigan. GEM,
RGM and PHg were measured in real time with an in situ ambient
mercury analyzer (Tekran, Inc., Toronto, Ontario, Canada) and are
described in detail in (Rutter et al., 2008; Manolopoulos et al.,
2007a). One-hour average concentrations were measured on
alternate hours for the duration of the experiment.

The mercury measurements from the Tekran instrument are
operationally defined and have been found to be reproducible, see
for exampleManolopoulos et al. (2007b). However, results from the
Reno Atmospheric Intercomparison eXperiment (RAMIX, Gustin
et al., 2013) suggest that they may underestimate concentrations
of RHg by up to a factor of 2 or 3. This would mean that emissions
estimates based on Tekran measurements would be significantly
biased low.

Concurrent hourly air quality measurements of O3, SO2 and
PM2.5 were made by the Wisconsin Department of Natural Re-
sources (WIDNR) at their headquarters 3 km southwest of the ur-
ban location. These were retrieved from the AQS database.

Hourly meteorological observations were obtained for General
Mitchell International Airport (KMKE), 10 miles south of the mea-
surement site, from the Integrated Surface Hourly Data available
from the National Climatic Data Center.

2.3. Numerical simulations

The numerical simulations of meteorology and wind transport
used in this study were described in detail in (de Foy et al., 2012b,a)
and can be summarized as follows: meteorological simulations
were performed with the Weather Research and Forecast (WRF)
model (Skamarock et al., 2005), and were initialized with the North
American Regional Reanalysis (Mesinger et al., 2006). For the urban
site, the model was run on 3 domains with 27, 9 and 3 km hori-
zontal resolution and 40 vertical levels using version 3.3.1, see Fig. 2
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Fig. 2. Map showing the 3 WRF domains, the measurement site (star) and the rural site (diamond). Particle backtrajectories were mapped onto the polar grid for the estimation of
gridded emissions.
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for a map of the domains. The model was run with two-way
nesting, with the Yonsei University (YSU) boundary layer scheme,
the KaineFritsch convective parameterization, the NOAH land
surface scheme, the WSM 3-class simple ice microphysics scheme,
the Goddard shortwave scheme and the Rapid Radiation Transfer
Model longwave scheme. Individual simulations were performed
lasting 162 h, of which the first 42 h were considered spin-up time
and the remaining 5 days were used for analysis.

Particle backtrajectories were calculated with FLEXPART (Stohl
et al., 2005), using WRF-FLEXPART (Fast and Easter, 2006) for 6
days duration starting every hour of the campaign. 1000 particles
were released per hour between 0 and 50 m above the ground and
were allowed to disperse in three dimensions using the WRF
mixing heights and surface friction velocity. The particle positions
were converted to polar grids to provide a Residence Time Analysis
(RTA, Ashbaugh et al., 1985). This represents the amount of time
that an air mass has spent in different grid cells before arriving at
the measurement location and can be rescaled to yield the impact
that a source in each grid cell would have at the receptor site
(Seibert and Frank, 2004).

The Comprehensive Air-quality Model with eXtensions (CAMx
v5.40, ENVIRON (2011)), an Eulerian 3D grid model, was used to
simulate the passive transport of GEM for emissions from known
sources as input to the inverse model. This study is focused on
estimating source contributions from individual factors and
therefore does not use the mercury chemical module in CAMx.
CAMx was run with domains 1 and 2 of the WRF simulations and
provided hourly GEM concentrations at the receptor sites. The GEM
time series were included in the inverse model of the reactive
forms of mercury (RGM, PHg, RHg) in order to estimate the emis-
sions of these forms as a fraction of the GEM emissions estimates.
The sources include the lake surface, forest fires and the free
troposphere. Although soils are a significant source of mercury that
has been included in simulations (Gbor et al., 2006), most of the
emissions are thought to be as GEM (Schroeder and Munthe, 1998).
We have not included them in the inversion as the present work is
focused on reactive mercury.

Emissions of GEM from the lake surface were based on a two-
layer gas exchange model (Ci et al., 2011), as described in de Foy
et al. (2012b). Emissions of GEM from forest fires were obtained
from the Fire Inventory from NCAR (FINN) version 1 (Wiedinmyer
et al., 2011), based on fire counts, land cover and vegetation data
sets from MODIS combined with mercury emissions factors from
Wiedinmyer and Friedli (2007). Potential impacts were simulated
for 9 geographical areas as described in de Foy et al. (2012b).

To test for impacts of the free troposphere on RGM concentra-
tions at the surface, we perform a tracer simulationwith CAMx that
is separate from the other simulations. All initial and boundary
conditions were set to zero in the bottom 10 layers of the model
(corresponding to the bottom 2 km of the atmosphere) and to
1 ng m�3 above. This level was chosen arbitrarily to provide a time
series of surface impacts as input to the inverse model. The a pos-
teriori estimate of tropospheric impact at the surface is obtained by
multiplying the scaling factor obtained in vector x with the time
series obtained from CAMx.

2.4. Chemical box model

To represent chemical formation in the inverse modeling
framework, we calculate the time series of RGM that would be
formed from oxidation of GEM by O3, by the hydroxyl radical (OH)
and by bromine (Br). At this stage, we only consider gas phase
formation of RGM and do not include a mechanism for PHg.
Because GEM concentrations are much larger than RGM, we can
treat GEM as an infinite reservoir using a value of 1.25 ng m�3 to
represent the regional background. We next calculate the reaction
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rates of oxidation based on the reaction constants in Holmes et al.
(2010), measured O3 concentrations and estimated Br and OH
concentrations. By using measured and estimated values of these
species, we can avoid a full chemical mechanism and limit the box
model to the three reactions under consideration. Br and OH are
radicals that are formed in sunlight, and so we take an average
estimated concentration of 0.005 ppt for Br (Holmes et al., 2010;
ENVIRON, 2011) and 0.01 ppt for OH (Lawrence et al., 2001), and
scale this by the normalized solar radiation. The estimated solar
radiation was obtained by calculating hourly clear sky values and
scaling by observations of cloud cover. To obtain a time series of
RGM at the measurement site due to each pathway, we integrate
the formation rate in combinationwith a loss rate. In reality the loss
rate depends on wet and dry deposition which would require
running a 3D grid model. To preserve the simplicity of the box
model we use a constant loss rate corresponding to a 1 day lifetime
of RGM in the atmosphere (Fain et al., 2009; Sillman et al., 2007).
3. Results & discussion

The meteorological simulations were evaluated with Integrated
Surface Hourly Data at the General Mitchell International Airport
(KMKE). Pearson’s correlation coefficient was 0.97 for temperature,
0.95 for water vapor mixing ratio, 0.72 for wind speed and 0.74 for
wind direction. Fig. 3 shows the probability density function for
both the measurements and the simulations. The distributions are
very similar, and all variables passed the KolmogoroveSmirnov test
to much lower than the 1% significance level, showing that the
model does not suffer from significant systematic biases.

Fig. 3 also presents the autocorrelation function for the mea-
surements and the simulations as well as for the residual between
the two. This shows that errors are not significantly correlated in
time beyond 12 h. For the bootstrapped simulations, we randomly
select individual days rather than individual data points. In this
way, we reduce the extent to which errors are correlated within our
sample and hence obtain a broader range of weather conditions
and a better representation of transport uncertainties in the boot-
strapped samples.
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Fig. 3. Top: Probability density function of temperature, water vapor, wind speed and wind
observations and simulations as well as of the residual between the two.
The inverse model was evaluated by calculating Pearson’s cor-
relation coefficient between the reconstructed time series based on
the output of the inverse model and the measurement time series,
shown in Fig. 4. We excluded the data points rejected by the Iter-
atively Reweighted Least-Squares procedure. This yielded 0.58 for
GEM, 0.65 for RGM, 0.64 for PHg and 0.65 for RHg. Annual average
levels of mercury in the inverse model time series were within 10%
of the average measured concentrations.

When estimating the background concentration, we use a value
close to the minimum concentration in the measurements as an a
priori, and let themodel determine a posterior estimate. In practice,
we used 1.5 ngm�3 for GEM and 0 pgm�3 for RGM, PHg and RHg as
input and obtained values of 1.72 ng m�3 for GEM, 0.53 pg m�3 for
RGM, 1.31 pg m�3 for PHg and 2.64 pg m�3 for RHg. The urban
background of GEM is higher than the global background because it
includes the impact of local sources as discussed in de Foy et al.
(2012b).

The inverse gridded emissions are shown in Fig. 5 for GEM,
RGM, PHg and RHg along with emissions inventories for mercury
from the Toxic Release Inventory (2004) and the National Emissions
Inventory (2002). For GEM, the Ohio River Valley shows up as a
dominant source in all estimates and the inverse model suggests
that there are underestimated sources in the southwest. The model
yields an estimate of 147,000 kg year�1 which is larger than the
46,000 kg year�1 reported in the NEI and the 31,200 kg year�1 re-
ported in the TRI. The present results are also larger than the
76,000 kg year�1 reported in de Foy et al. (2012b). The pattern of
the gridded emissions has remained very similar across model
configurations, but the magnitude of the inverse emissions is sen-
sitive to the magnitude of the regularization parameters and to the
value of the local background in the model. de Foy et al. (2012b)
identified the underestimation of local urban sources as a reason
for the discrepancy between the inverse emissions estimates and
the inventories. This conclusion is further reinforced by the new
results.

In contrast to GEM, reactive mercury is both formed and lost
within the atmosphere on the time scale of transport within the
polar grids. For GEM, the inverse results could be interpreted as
providing an estimate of direct emissions. For reactive mercury
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however, the polar grids are an estimate of the mercury impacts
which include both direct emissions and formation in the plume,
but does not include mercury lost along the way. For RHg, the
model estimates that Milwaukee has impacts corresponding to
emissions from the Ohio River Valley as well as from the southwest.
In total, the impacts at the measurement sites correspond to
emissions estimates of 3000 kg year�1. In addition to the two main
source areas, the Chicago area stands out as a source
(292 kg year�1) and the region northeast of the site between the
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Fig. 5. Maps of gridded emissions estimated by the inverse model for GEM, RGM, PHg and
National Emission Inventory (NEI).
Great Lakes (505 kg year�1). Although the emissions of RHg in the
polar grids are much lower than GEM, they represent a significant
fraction of the RHg impacts at the measurement site, as can be seen
from Table 2.

For the forest fires and the lake surface emissions, the inverse
model estimates a scaling factor that applies to the emissions that
were used as input to the transport model. As in de Foy et al.
(2012b), the model suggests that the lake emissions of GEM may
be double those obtained from the parameterizations currently
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Table 1
Mean emission scaling factors determined by the inverse model for the forest fires based on GEM emissions from the FINN model and transport using CAMx. The inverse
emissions of GEM are equal to the emission scaling factors multiplied by the GEM emissions in FINN. The inverse emissions of RGM, PHg and RHg are equal to the emission
scaling factors multiplied by the GEM emissions in FINN divided by 100. Standard deviations are calculated based on 100 bootstrapped runs.

Hg form Local East Southeast S. Central N. Central West Pacific NW N. Canada

GEM 0.00 � 0.03 3.73 � 1.38 2.26 � 1.48 1.51 � 2.49 2.72 � 2.11 1.25 � 0.29 0.15 � 0.14 0.22 � 0.24
RGM 0.20 � 0.17 1.26 � 1.49 0.89 � 1.00 0.15 � 0.83 0.00 � 0.59 2.33 � 1.19 0.17 � 0.14 0.99 � 0.34
PHg 0.07 � 0.16 0.00 � 0.04 0.00 � 0.09 0.00 � 0.02 0.10 � 0.08 0.00 � 0.01 0.04 � 0.04 0.00 � 0.12
RHg 0.42 � 0.48 1.62 � 1.87 1.12 � 1.09 0.00 � 0.44 0.00 � 0.82 1.09 � 1.09 0.19 � 0.33 0.96 � 0.47
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used. As expected, there are no significant emissions of reactive
mercury from the lake.

The forest fire scaling factors are shown in Table 1. For GEM, the
inverse model estimates that emissions could be up to 4 times
larger than those from the FINN model for fires east of the mea-
surement site, and that fire emissions are also underestimated for
most of the other domains. Themodel returns a value of zero for the
local domain which may be because local plumes are harder to
match by the simulations than regional fire plumes, as discussed in
de Foy et al. (2012b).

Emission factors of RHg are presented as a percentage of the
GEM emissions in the FINN model, and are between 0.4% and 1.6%
for local, east, southeast and west domains. In addition, there are
estimates of 0.2% and 1.0% for the Pacific Northwest and for
Northern Canada. The time series of the impacts is shown in Fig. 4.
They consist mainly of RGM with minor amounts of PHg.

The forest fire emission priors have the largest uncertainty of
the inputs to the model in part because of the uncertainties in the
temporal profiles of the emissions, the plume injection height, and
the local vegetation parameters. Overall, the inverse model sug-
gests that GEM emissions should be increased in the FINN model,
and that RHg impacts at the measurement site correspond roughly
to 1% of the GEM impacts, mostly as RGM. In contrast, Finley et al.
(2009) find no evidence of RGM in regional forest fire plumes
measured at the Mount Bachelor Observatory in central Oregon,
but do suggest that up to 15% of wildfire mercury could be emitted
as PHg. Part of the discrepancy could be due to RGM formation
within the plumes which is not included in the estimates by Finley
et al. (2009) and PHg deposition during transport which cannot be
detected by our model.

Table 2 shows the estimated fraction of each form of mercury due
todifferent sourcegroups (griddedemissions, CAMxsimulations,AQS
time series, chemical box model results and the background
component). As ameasure of uncertainty, we also show the standard
deviations of the results calculated using bootstrapping. The histo-
grams of bootstrapped results are shown in Fig. 6 for RHg, to show the
uncertainty bounds associatedwith each source group. The values for
RHg are in between those for RGM and PHg, as expected since RGM
and PHg contribute roughly equal amounts of mercury to RHg.

Gridded emissions account for around 14% of GEM impacts at
the measurement site and 41% of RHg impacts. The forest fires and
lake emissions together account for 7% of GEM impacts and 4.1% of
RHg impacts. Less than 1% of the GEM is coincident with the SO2
time series, but for RHg this component increases to 2% This pro-
vides an estimate of the impact of local power plant plumes,
Table 2
Impact fractions: values show the amount of mercury in the inverse time series due to eac
The fraction is expressed as a percentage. The standard deviations are calculated based
represent the fraction of mercury due to oxidation by these three pathways. The mercury
time series from the chemical box model.

Hg form Gridded CAMx SO2 PM2.5 F

GEM 13.9 � 1.9 7.2 � 1.4 0.7 � 0.2 5.6 � 1.2
RGM 32.2 � 3.5 8.4 � 3.2 2.4 � 0.6 0.0 � 0.0 1
PHg 50.0 � 3.5 0.4 � 0.7 2.1 � 0.6 24.0 � 2.6
RHg 40.6 � 3.0 4.1 � 1.8 2.3 � 0.5 11.2 � 2.6
bearing in mind that RHg is both formed and lost within the plume.
The fraction of impacts coincident with PM2.5 is estimated to be 6%
for GEM and 24% for PHg.

The free troposphere is estimated to have negligible impacts on
GEM, but to account for 15% of RGM. This is consistent with
elevated levels of RGM aloft based on aircraft measurements off the
coast of Florida (Sillman et al., 2007), as well as with measurements
of mercury deposition in Nevada suggesting a free tropospheric
source of RGM (Huang and Gustin, 2012).

Fig. 7 shows the simulations from the chemical box model that
are input into the inverse model, and the impacts estimated by the
inversion. The scaling factor on the formation of RHgbyO3 oxidation
of GEM is estimated to have a value of 1 � 0.5, suggesting that the
reaction is accurately characterized. This corresponds to4%of RHg at
the measurement site being formed by this pathway (see Table 2).

The pathway through oxidation by the hydroxyl radical has a
scaling factor of 37 � 4, corresponding to 16% of the RHg. Most of
the impacts are on RGM although there is a clear signal on PHg too.
This suggests that this pathway is a significant source of reactive
mercury that could be underestimated in the model. Because we
use a proxy for the radical concentrations in the absence of mea-
surements, there is noway to distinguish between formation due to
OH, H2O2 and BrO. Comparing representative concentrations and
the reaction rates in (Holmes et al., 2010), suggests that this
pathway can be split equally between OH and H2O2, with only
around 5% due to BrO.

Finally, the oxidation of mercury by the bromine radical is
estimated to have minimal contributions to the RGM time series,
but a scaling factor of 49 � 5 for the PHg time series which corre-
sponds to 6% of the PHg. Bromine oxidation increases with colder
temperatures which leads to higher peaks in the winter, and the
simulated peaks due to bromine formation match winter time PHg
events (see Fig. 7). This result suggests that this pathway could be
underestimated in the models, in agreement with Holmes et al.
(2010, 2006) who use the reaction rates described in Goodsite
et al. (2004). It is in contrast however with the new reaction rates
reported by Goodsite et al. (2012); Dibble et al. (2012) which would
decrease the formation of reactive mercury through bromine
oxidation by a factor of 50e100.

4. Conclusions

Fig. 8 compares the source attribution of reactivemercury in this
study with other published studies. In Milwaukee, our inverse
model estimates that 50%e70% of RHg is associated with direct
h source category divided by the total amount of mercury in the inverse time series.
on 100 bootstrapped runs. Impact fractions for RGM(O3), RGM(OH) and RGM(Br)
due to each reaction is calculated by multiplying the inverse scaling factor with the

ree trop. RGM(O3) RGM(OH) RGM(Br) Background

0.0 � 0.7 0.2 � 1.2 0.3 � 0.5 0.0 � 0.1 72.2 � 1.8
4.8 � 2.7 11.7 � 3.1 24.9 � 2.0 0.0 � 0.0 5.7 � 2.6
4.0 � 1.8 0.0 � 0.2 2.1 � 1.9 5.7 � 0.6 12.0 � 1.7
8.1 � 1.6 3.9 � 2.1 15.5 � 1.6 1.2 � 0.3 13.3 � 1.9
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Fig. 6. Histograms showing the uncertainty of the impact fractions estimated by the inverse model for RHg. The results are based on 100 bootstrapped simulations.
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emissions. For RGM, 35%e50% of the concentrations are associated
with direct emissions. The inverse model was also applied to data
from a rural site (Manolopoulos et al., 2007a) and results suggest
that direct emissions account for 40%e65% of RHg in rural
Wisconsin.

Using CMAQ-Hg and the same measurement data as this study,
Holloway et al. (2012) suggest that local emissions account for 45%
of reactive mercury at the urban site and only 9% at the rural site,
with the balance accounted for by oxidation of global GEM. Using
GEOS-Chem, Zhang et al. (2012b) find that 24% of total mercury
deposition in the Midwest is due to North American anthropogenic
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Fig. 7. Time series of chemical box model simulations for RHg formation through oxidatio
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sources, but only 14% if in-plume reduction of reactive gaseous
mercury is included in the chemical mechanism. This is lower than
results with CMAQ-Hg (Lin et al., 2012), which estimates that 28% of
mercury deposition in the upperMidwest is due to regional sources
while the remaining 72% are due to the global background. Like-
wise Selin and Jacob (2008) use GEOS-Chem to estimate that 30% of
mercury deposition in southern Wisconsin is due to North Amer-
ican anthropogenic sources. Finally, a nested model suggests that
30% of the deposition is due to North American anthropogenic
sources with the balance due to the rest of the world and natural
sources (Seigneur et al., 2004).
RGM(O3)
RGM(OH)
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In conclusion, the present inverse model uses a least-squares
approach to estimate the contribution of different source groups
as a complementary alternative to using 3D photochemical grid
models. The results provide constraints on previous estimates of
mercury emissions from forest fires and from lakes, as well as
formation of RGM due to atmospheric oxidation. Furthermore, they
emphasize the need to develop a speciated mercury emissions in-
ventory and to identify reasons for the underestimated emissions of
GEM in current inventories. Based on measurements in urban and
rural Wisconsin, the results suggest that current Eulerian models
overestimate the reactive mercury formed from the global back-
ground of gaseous elemental mercury and underestimate the im-
pacts associated with direct emissions from regional sources.
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